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Although emission spectral tomography (EST) combines emission spectral measurement with optical com-
puted tomography (OCT), it is difficult to gain transient emission data from a large number of views,
therefore, high precision OCT algorithms with few views ought to be studied for EST application. To
improve the reconstruction precision in the case of few views, a new computed tomography reconstruction
algorithm based on multipurpose optimal criterion and simulated annealing theory (multi-criterion simu-
lated annealing reconstruction technique, MCSART) is proposed. This algorithm can suffice criterion of
least squares, criterion of most uniformity, and criterion of most smoothness synchronously. We can get
global optimal solution by MCSART algorithm with simulated annealing theory. The simulating experi-
ment result shows that this algorithm is superior to the traditional algorithms under various noises.

OCIS codes: 110.6960, 100.3010, 300.6170.

Optical computed tomography (OCT) is an original test-
ing technique based on laser measurement and computer
information processing, which does not disturb the field
distribution of the reconstructed object. OCT shows
superiorities in testing thermo-physical parameters and
diagnosing plasmal’~¥, especially in physical parame-
ters reconstruction of the three-dimensional (3D) fluid
fields. Many methods are proposed for testing translu-
cent object. These methods have different localizations
in factual application, although they have got over the
defect of disturbing the tested fields. Emission spec-
tral tomography (EST) is widely used in recent years,
which is combined emission spectral measurement with
OCTD!. The implement of EST system is becoming sim-
ple and effective with the development of photo-detectors
such as charge coupled device (CCD). Generally, the EST
system only can get data under few views and limited
angle, which is named un-sufficient data. Traditional
algorithms for un-sufficient data generally are iterative
algorithms based on the series-expansion principle. They
all have merit and restriction respectively®=9. To solve
the problem of un-sufficient data of EST system, a new
computed tomography reconstruction algorithm based on
multipurpose optimal criterion and simulated annealing
theory (MCSART) is proposed.

The problem of reconstruction of a source function can
be formulated as the inversion of radon transform in
terms of mathematical point. The two-dimensional (2D)
reconstruction problem shown in Fig. 1 can be presented
as

o) = [ 7 fay)ds, 1)

where p(t, ¢) are the projection data, which is integrated
along the s axis, and f(x,y) is the unknown source func-
tion. The Cartesian coordinate system (¢, s) is rotated at
an angle ¢ relative to the basic system (z,y).
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MCSART algorithm needs the continuous image func-
tion to be divided at the beginning of the process. There-
fore, we should divide the reconstruction area into J
(J = M x N) rectangular grids (Fig. 2), where M is the
number of spaced points in the z direction, N in the y
direction, and J is the total number of pixels which need
to be reconstructed by the algorithm. Here M equals to
N, the reconstruction of f at any point (z,y) is given by

J
f(xvy):Zf]b(x_x]ay_yj)a (2)
j=1

Fig. 1. Relationship between projection and source function.
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Fig. 2. Grid partition of series-expansion principle.
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where f; is the discrete image function value correspond-
ing to the position (z;,y;), and b is the basis function.
In this work, sinc basis function is used in the MCSART
algorithm, since it can get high reconstruction precision
in most case, which is expressed as

bey = sinc[ll(x - mlx)]sinc[l—
@ y

(y —nly)], 3)

where [, and [, are the sampling periods of space in the
and y directions, respectively. Combining Egs. (1)—(3),
we obtain

J J
o) = ij/b@—xj,y—yj)ds =2 wifi ()
j=1 7 j:l

where 4 is the number of projective ray, and w;; is the
projection coefficient of the basis function

lz| sec ¢|sinc (tsec $-+mly tan $—nl,
x
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The matrix form of Eq. (4) is
P = WF, (6)

where P is the measurement vector, W is the projection
matrix of the basis function, and F is the object vector.
The dimension of P is I = KV x RPV, where KV is the
number of projection views, and RPV is the number of
rays in each view. The dimension of W is I x J, where
J is the dimension of F. In the practical application, Eq.
(6) should be modified as

P = WF +E, (7)

where E is the error Vector. Then the problem of image
reconstruction can be formulated as to calculate the esti-
mated object vector (F) by the measurement vector and
the projection matrix with given optimal criterion.
Construction of multi-criterion optimal function.
Based on SIRT algorithm, MCSART algorithm suffices
criterion of least squares, the corresponding aim function
can be expressed as
o, (F) = (P -WE)T(P - Wk). (8)
Equation (7) needs more restriction in terms of the re-
lationship between each pixel. There are two facts needed
to be considered in the actual image. 1) The values of
the adjacent pixels are closely in the reconstruction im-
age which expresses the parameter of the 3D fluid fields.
Considering the above fact, we need another aim function

() =3 (55— 5 A )
JeC ke,

where ( is the congregate of pixels which do not approach
to the boundary of the image, (; is the congregate of

eight pixels which near the f;. Generally, Eq. (9) takes

the matrix form
®y(F) = FTBF, (10)
B is defined as
B=)s;S], (11)
Je¢

where S; is the column vector. The unit of S; is defined
as

1, k=3j
S = ) i 12
Jjk _g k‘EVj ( )
0, others

where E; and V; are the congregations of pixels, which
approach to the boundary and four angles of f;, respec-
tively.

2) The values of the pixels are changed slowly in the re-
construction image which expresses the parameter of the
3D fluid fields. We should ensure the square deviation
of the pixel values as small as possible, then we obtain
another aim function

3(F) = FTF. (13)

Combining Egs. (8), (10), and (13) according to multi-
purpose optimal theory, we obtain the final aim function

O(F) = (P - WF)' (P~ WF) + nF 'BF + 7, FTF,

(14)

where 71, To, and 73 are the weight coefficients. We
should set the weight coefficients according to the iden-
tity of the reconstructed image in the practical applica-
tion. The weight coefficients are related as

T+ T+ 13 =1. (15)

The basic method of simulated annealing theory is that
we can simulate an optimal problem as a physical system.
We get the global optimal solution to the optimal prob-
lem by simulating the annealing process. We adopt Eq
(14) as the optimizing function, where 7 = 79 = 73 =
then the steps of the MCSART algorithm are:

1) Selecting the original image, F(©) = WTP.

2) Ak is the random selected by the computer accord-
ing to the simulated annealing theory. M\, is a posi-
tive number named relaxation parameter which obeys
N(Xo,1/log(k + 1)) normal distribution, where k is the
iteration times, A is the best relaxation parameter. Ag
can be ascertained beforehand according to the recon-
struction conditions.

3) The iterative format (the new solution generator)
can be expressed as

37

FO) — 0 L\ WP — WF®)], (16)

where F(*) is the image vector after k times iteration and
F*+1 is that after k + 1 times.

4) New solution accepting criterion. The function value
of the aim function likes the energy of the annealing pro-
cess. It indicates that the iteration goes to the optimal
direction and )y is appropriate, if ®[F*+1] < [F*)],
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and the iteration will keep on, otherwise it indicates that
the iteration goes to the worse direction. We may not
get the global optimal solution but the local ones if we
give up the result of this iteration. Therefore, we need
to set the accept probability according to the simulated
annealing theory. The method can be that R is a num-
ber random selected by the computer, which obeys the
N(0,1) normal distribution. If |R| < 2/log(k + 1), the
new solution is accepted, otherwise it is given up, and
the algorithm goes to Step 2) to select a new reflection
parameter.

5) Algorithm exiting criterion. The algorithm will exit
if [FED —F® || < ¢ (¢ is a infinitesimal positive num-
ber, such as 1079), then F*+1) will be the final solution.

Asymmetrical four-peak Gaussian function was used in
the numerical simulation (Fig. 3), which is expressed as

4In2

4 41n2
S, _ o2
f(xvy) - ram a; exp |: 0.92 (x xz)

0.22

(y - yi)2 )

z1 = 0.15, y; = 0.15; 9 = 0.15, yo = —0.15;
r3 = —0.15, y3 = 0.15; z4 = —0.15, y4 = —0.15;

ay = 1, as = 0.4, as = 0.67 a4 = 0.8. (17)

We can obtain the projection p; by numerical line inte-
gral with Simpson method. We add Gaussian noises to
the projection to test the effect of measurement errors
and noises. The projection added noises can be written
as

P = [1+ N(p,0”)]pi,

where 11 = 0 is the mean of the noises, and o2 is the mean
various.

Three error measures are defined. The first is the av-
erage absolute error

(18)

J
a:Z|fj_fj|/(fmaxXJ)a (19)
=1
the second is the maximum error
6: ‘fj_fj‘max/fmaxv (20)

the third is the mean-square error

2

J J
v = Z(fj—fj) fo ; (21)
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Fig. 3. Surface of asymmetrical four-peak Gaussian function.

where f; is the true source that has the maximum value

fmax, and fj is the reconstruction.

To test the reconstruction effect of the MCSART al-
gorithm, we select ART algorithm and SIRT algorithm
to compare with it. In this work, the reconstruction
conditions are as follows:

-Projection views: four angels evenly spaced over a 180°
total view (0°,45°,90°, and 135°).

-Sampling points in per projection view: RPV = 26, then
the total number of the rays is I =4 x 26 = 104.
-Spatial resolving power of reconstruction area:
M x N =26 x 26 = 676.

Iterative times (IT): IT = 50.

-Added noises: there are two case 02 = 0 and o2 = 0.06.

The reconstruction errors of three algorithms are shown
in Table 1, the bold figures are the best reconstruction

J =

Table 1. Reconstruction Errors a, 3, v

Algorithm  Noise (62) « (%) B (%) v (%)
ART 0 .23 1057  9.15
0.06 1.51 1297 1140

SIRT 0 0.77 646  6.06
0.06 .32 11.02 10.15

MCSART 0 0.70 552  5.33
0.06 1.27 1316  9.87
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Fig. 4. Reconstruction image with MCSART algorithm. (a)
o =0; (b) 0% = 0.06.
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Fig. 6. Convergences of three algorithms. (a) o? = 0; (b)
o? = 0.06.
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Fig. 7. EST system applied in the experiment.
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Fig. 8. Four BMP images for different view angles.

result of three algorithms under the same condition. The
reconstruction results are shown in Figs. 4—6.

The emission coefficients field of a candle flame is
reconstructed with the MCSART algorithm. The EST
system is shown in Fig. 7, consisting of four narrow-band
optical filters, four CCD video cameras, and a computer
with a four-in-one image card. The image card can send
the four-way real-time image data to the memory of the
computer by PCI port. The four BMP images captured
are shown in Fig. 8. The reconstructed relative intensity

Fig. 9. One layer of the 3D reconstruction.

of emission coefficients field of the candle flame is shown
in Fig. 9.

In conclusion, the reconstruction results of MCSART
algorithm are better than others under the same condi-
tions, except that maximum error is worse than that of
SIRT under noising condition. The average error of MC-
SART algorithm reduces about 43% compared with that
of ART algorithm when there is no noise. The reconstruc-
tion precision is improved greatly with the MCSART
algorithm. The convergence of MCSART algorithm is
better than others. And MCSART algorithm converges
rapidly. The experiment indicates that the four-view
computed tomography of EST system with MCSART al-
gorithm can get good result. Therefore, there is great
applied potential of MCSART algorithm in EST system
under un-sufficient data conditions. The experiment of
the emission spectral tomography with MCSART shows
the feasibility of the algorithm in EST system.
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